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Abstract

Virtual reality (VR) has the potential to become a revolutionary technology with a significant impact on our daily lives. The
immersive experience provided by VR equipment, where the user’s body and senses are used to interact with the surrounding
content, accompanied by the feeling of presence elicits a realistic behavioral response. In this work, we leverage the full control
of audiovisual cues provided by VR to study an audiovisual suppression effect (ASE) where auditory stimuli degrade visual
performance. In particular, we explore if barely audible sounds (in the range of the limits of hearing frequencies) generated
following a specific spatiotemporal setup can still trigger the ASE while participants are experiencing high cognitive loads.
A first study is carried out to find out how sound volume and frequency can impact this suppression effect, while the second
study includes higher cognitive load scenarios closer to real applications. Our results show that the ASE is robust to variations
in frequency, volume and cognitive load, achieving a reduction of visual perception with the proposed hardly audible sounds.
Using such auditory cues means that this effect could be used in real applications, from entertaining to VR techniques like
redirected walking.
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1 Introduction to study human perception as it offers great control over sen-

sory stimuli, reproducibility and affordability [64].

Virtual reality (VR) empowers users with an active, immer-
sive role. In this context, users can control the virtual envi-
ronment and interact with their surroundings through their
senses. Particularly, the virtual environment exposes users to
digital information involving several human senses (usually a
combination of vestibular, visual and auditory information),
a concept known as multimodality. As expected, there are
still differences between reality and VR that are technically
difficult to overcome, in terms of both hardware and software
or content generation. However, they are similar enough for
VR to achieve realistic responses, thus being a powerful tool
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In general, VR is mainly focused on delivering audiovisual
experiences. According to the literature, sight is the sense on
which people most heavily rely to perceive extra-personal
space while audition is used to perceive environment zones
we cannot see (occluded regions, outside our field of view
or under low luminance) [20, 51]. It is important to note that
not all sensory information collected by our brain is pro-
cessed in the same way; however, more relevant information
is selected while discarding the rest, while keeping a stable
and coherent perception of our surroundings [39]. This infor-
mation selection process goes continuously unnoticed on a
daily basis. For example, when performing visual saccades,
which are fast eye movements between fixation points, our
brain wisely ignores the blurred visual information collected
during this fast movement that may cause discomfort. Other
situations could be during eye blinking, when visual conti-
nuity is not affected by these intervals without visual input,
and the steady visual suppression of our nose, located inside
our field of view (FoV).

Similarly, inhibitory interactions can also occur when
dealing with multimodal information. Crossmodal percep-
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tion is defined as those multimodal effects that involve
interactions between two or more different sensory modali-
ties [35]. These interactions can be facilitatory (for example,
decreasing reaction time in a search task when two modali-
ties are presented synchronously) or inhibitory, depending on
how the cerebral cortex is activated to process the perceived
sensory signals.

In this work, we build upon a previous work by Malpica
et al. [34] which studies an audiovisual suppression effect
(ASE) in immersive environments. This previous work
reported how auditory stimuli can degrade visual perfor-
mance in virtual scenarios when certain conditions are met,
namely a spatial incongruence between the auditory and the
visual part while keeping the temporal synchronization. This
effect was observed to be robust in both detection (the visual
target was perceived or not) and recognition (once detected,
the specific shape of the visual target was correctly identi-
fied) while varying the type and location for both visual and
auditory stimuli. Since Malpica et al. employed overt audio
sources, our main goal is to research whether this inhibitory
effect can still be elicited when the auditory cues are barely
audible, resulting in the loss of visual information without
the awareness of the user.

For example, visual suppression techniques are used in
foveated rendering [41], accounting for eye lower resolu-
tion in the periphery to wisely distribute image resolution
allowing saving computing time, and redirected walking [47]
algorithms, using visual suppression during eye saccades
to alter the scene. However, both methods are resource-
demanding since foveated rendering needs high-accuracy eye
tracking and redirected walking needs to act on the rendered
content in real-time. Since most of the content experiences
are audiovisual, achieving a similar visual suppression effect
through minimally intrusive hearing cues would be the ideal
condition to act also on the visual input but without degrad-
ing the experience. This method overcomes the limitations
previously mentioned and could also be used to improve
the existing techniques. The recorded data, including eye-
tracking information, are available at https://minimalase.
mpi-inf.mpg.de/ to encourage further analysis of this phe-
nomenon.

The main findings of this work can be summarized as
follows:

e We present a user study that builds upon the work of
Malpica et al. which explores a space of auditory features
including volume and frequency under an increased cog-
nitive load environment. We find that the ASE can still
be elicited under varying conditions, including changes
in volume and frequency.

e We confirm that the ASE can be used in a less disruptive
way by using subtle sounds associated with frequency

@ Springer

limits, which could potentially increase its direct appli-
cability.

2 Related work
2.1 Multimodality and audiovisual interactions

Multimodality stands as a prominent investigation subject
within the VR field, becoming a multidisciplinary topic of
interest for neuroscientists, graphics practitioners and con-
tent creators alike [35]. Within the context of our research,
the integration of multimodal techniques can have a great
impact on users’ virtual experience and sense of immersion
by properly integrating information from different sensory
modalities in a realistic way. We refer the reader to the work
of Martin et al. [35] for a comprehensive study of how mul-
timodality is being used to improve VR experiences.

Feelings like presence and realism are heavily linked to
the sensory information perceived by the users. Previous
research refers to sight as the sense on which people depend
most daily thus being key in the interaction with our sur-
roundings [8, 56]. Consequently, visual information is also
the primary sensory modality in VR [48]. As such, research
in VR is often dependent on visual modality, from atten-
tion prediction and redirecting techniques to visual feedback
methods applied in fields such as medicine or psychology
treatments [38, 50]. On the other hand, hearing is the other
sense on which we rely for extra-personal space perception
because of survival reasons. Information related to occluded
areas or regions outside our field of view, where our eyesight
does notreach, is collected mainly via hearing [57]. Similarly,
useful information regarding surfaces and materials can also
be extracted from auditory cues produced by their interaction
with other entities, which can potentially influence how they
are perceived [60]. In VR, auditory information and feedback
have been used in exploration tasks, using only acoustic cues
to navigate and reconstruct the environment [32, 44] or in
rehabilitation processes [5, 6].

Audiovisual information has proven to be useful in VR to
redirect users’ attention [10], self-orientation [27], increas-
ing sound localization accuracy [1] and learning tasks [53],
among other applications. Interactions between visual and
auditory cues, when properly synchronized, tend to pro-
duce facilitatory effects that improve performance in tasks
such as visual learning [30] or speech processing [3]. If
the crossmodal synchronization is temporally or spatially
not preserved, the visual information becomes not consis-
tent with the auditory cues or vice versa, and the interaction
between modalities can result in the perception of two differ-
ent events or even trigger inhibitory effects. These inhibitory
or suppression effects are the ones we focus on in our work.
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2.2 lllusions: inhibitory effects

Illusions and distortion effects are inherent to how we per-
ceive reality, and its origin and action field can be very
varied: memory illusions, recalling events that never occurred
but are seen as past episodes [42, 43]; time perception illu-
sions, where temporal duration, order and simultaneity can
be altered [18, 33]; and sensory illusions, like the well-known
rubber hand illusion [29] where the rubber hand is perceived
as one’s own. In all these cases, the human brain can be eas-
ily deceived to misconceive our surroundings due to different
reasons which are not fully understood yet in some cases [63].
In this sense, Just Noticeable Differences (JND) [62] define
the minimum stimuli variations required to be perceived by
our brain/human perception system. Avoiding such changes
helps to provide illusory effects to deceive our perception,
also regarding audiovisual modalities and their interaction
[16, 22].

Sometimes, these sensory illusions translate into sup-
pression effects where some information is lost or wrongly
recognized. This information misperception has proven to
be useful in some applications. For example, it was demon-
strated how golf putting performance can be enhanced when
the hole size is misconceived owing to surrounding it with
smaller or larger circles during training [12]. Suppression
effects can involve a single sense such as vision [14, 21],
where eye saccades [37, 49] and eye blinks [67] lead to a
loss of visual input for a period of time. Suppression effects
can also be found involving more senses like hearing, where
sound intensity and simultaneity play a role [45], or haptic,
whose intensity can vary depending on the movement of a
specific body part while also occurring in a static state [11].

Therefore, suppression effects can also take place involv-
ing several senses. In those cases, stimuli associated with
one modality can alter the information perceived by another,
evidencing crossmodal interactions among senses at neu-
ral level [35]. Previous works reported how olfactory cues
can influence and modulate haptic perception (olfactory-
haptic) [15], how visual information affects tension levels
when experiencing a musical performance (visual-auditory)
[66], and how visual discrimination can be degraded by tac-
tile stimulation under certain conditions (visual-haptic) [25].
Similarly, the ventriloquism effect is a well-known audio-
visual illusion where the synchrony between acoustic and
visual signals encodes information on sound location [23].
This work addresses a visual suppression effect, where audi-
tory information is used to degrade visual performance.

2.3 Multimodal suppression: audiovisual
suppression effect (ASE)

Focusing on multimodal suppression effects, Hidaka et al.
reported how auditory [24] stimulation can degrade visual

discrimination performance, finding that auditory signals
could degrade visual performance in a conventional display
setting.

Regarding VR, Malpica et al. [34] later observed how
visual performance can be further degraded under spe-
cific circumstances when auditory stimuli are included. In
their experiment, visual information was presented stan-
dalone or accompanied by auditory cues. A degradation
of the visual performance was found when both auditory
and visual information (the bimodal condition) were pre-
sented synchronously under specific conditions in the virtual
environment with respect to the visual-only condition. In par-
ticular, they introduce a novel approach including auditory
cues that are spatially incongruent with the visual stimuli.
Moreover, they test visual performance at two different lev-
els: detection (if the visual target was perceived or not) and
recognition (once perceived, if the shape of the visual target
was correctly identified). The visual cues used as targets were
simple shapes (acting as flashes) that the participants had to
look for in the virtual environment.

Furthermore, different types of audio sources were pre-
sented to the user immersed in the virtual environment, while
studying if both location and type of visual and auditory
information had any influence. Analyzing the recorded gaze
data, they claim that visual performance degradation was
not caused by oculomotor phenomena (i.e., saccades toward
the sound source) but by neural interactions. In their work,
Malpica et al. use exogenous sounds (such as a train horn or
a human scream) that are orthogonal to the task and context
of their experiment. This limits the usability of their find-
ings since it is not always possible to include these types of
sounds depending on the context and needs of a particular
application.

Our main goal in this work is to use subtle sounds that are
almost inaudible to the users and discover if this suppression
effect keeps happening even without users being aware of it.
As a result, the virtual experience would not be interrupted
by the sounds and the suppression effect could be used more
easily in any type of application.

3 Methodology

In this section, we address the procedure followed to perform
the user studies as well as specify the hardware employed.
Firstly, a pilot experiment is carried out to analyze how vol-
ume can affect the ASE. In this first experiment, two volume
settings are tested with the limit frequency values obtained
through an auditory frequency test in which we adjust the fre-
quencies to be barely audible for each participant. According
to these first results, the most promising value for the volume
variable is set for study 2, where hearing limit frequencies are
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Fig. 1 Complex living room where participants perform the experi-
ments. The participant can move in the area behind the couch, which
has a real physical space available of 180 x 480cms. The scene is
obtained from Barking Dog Unity 3D

further sampled by considering also in- and out-of-hearing
range values.

3.1 Environment

The virtual environment (VE) where participants are immersed
is a complex living room displayed in Fig. 1. Both experi-
ments have been performed in this scenario and developed
using the Unity game engine.

Background sounds are also included in the virtual scene
to create a more complex environment closer to an appli-
cation case and to avoid habituation effects during the
experiments. Similarly to Malpica et al. [34], we include bird
sounds and a football podcast as atmospheric auditory infor-
mation. Birdsong sound comes from outside the windows,
while the radio podcast is played from the speakers next to
the TV, on both sides beneath it. Both background sounds are
played throughout the whole experiment.

3.2 Hardware

The virtual experience was provided using an HTC VIVE Pro
Eye 2 headset. It offers a nominal FoV of 110 visual degrees
(3.5 inches OLED screen and 1440 x 1600 pixel resolution
per eye) and a frame rate of 90 Hz. It also includes high-
impedance headphones that can reproduce the full spectrum
of high-resolution audio. This headset supports eye-tracking
technology, in this case, powered by Tobii. This eye tracker
has a frame rate of 120 Hz and a precision of one visual
degree. The HMD is calibrated for each participant by using
a six-dot calibration before any experiment.

3.3 Multimodal stimuli conditions
As presented in Malpica et al. [34], we keep generating

visual-only, auditory-only and bimodal stimuli throughout
the experiment to analyze the suppression effect. Visual stim-

@ Springer

uli are aimed to detect visual acuity to settle a baseline of
normal visual performance. The purpose of the auditory stim-
uli was originally to avoid habituation effects toward bimodal
condition on the participants. In our case, and given that we
work with auditory information around the limits of the hear-
ing range, the purpose of the auditory stimuli is also to set
a hearing acuity baseline when auditory information is pre-
sented standalone. Finally, bimodal condition is used to test
the ASE by comparing their results with the other two stimuli
modalities previously mentioned.

3.3.1 Visual stimulus

Regarding the visual information presented to the user, visual
targets are generated in three fixed locations inside the user
field of view (FoV). The central location is placed in the
middle of the FoV, atits equator line, while the eccentricity of
each side location is four visual degrees (see Fig. 2b). The size
of all visual targets is one visual degree. Regarding spawning
time, all visual targets have a lifetime of 24 ms. Since the
statistical analysis carried out by Malpica et al. did not show
a significant effect of the target shape or its position on the
ASE, we chose to randomize these factors to keep the size of
our experiment tractable. Therefore, visual targets can appear
in any of these fixed locations during the experiment, while
the shape is also randomly selected among three different
options: circle, square, or rhombus. These visual targets can
be found in Fig. 2a.

3.3.2 Auditory stimulus

Moving into the sound-related part, hearing information is
also generated in three fixed locations but in this case outside
the user’s FoV. The central location is exactly behind the user
at 0.2ms. Each side location is located using a rotation of
50° from the center sound source and always at a distance of
0.2ms. This can be properly seen in Fig. 2b. These auditory
sources play a sound that lasts 400 ms, and after that period,
the sound stops.

Contrary to previous work, the audio sources included in
our experiments are pure frequency tones located at the limits
of the user’s hearing range, consequently obtaining barely
audible sounds. Details and more information regarding these
frequency tones used are explained in further sections, while
all participants needed to perform the frequency test included
in the Supplementary Material (S1). Considering also Pink
noise for comparison reasons with previous work, we handle
a total of five auditory cues used in study 1 while seven are
considered throughout study 2.
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(a) Visual Targets

Fig.2 a Simple shapes available as visual targets, composed of a circle,
a square, and a rhombus. All appear enlarged for a correct visualization.
In both visual and bimodal stimuli conditions, the visual targets have
a lifetime of 24 milliseconds. b Spatial configuration for both visual
and auditory cues. Visual targets have a size of one visual degree while
the eccentricity of the side targets is four visual angles, all of them are
presented inside the user FoV. On the other hand, auditory cues are
located outside the user FoV, at a constant distance of 0.2 ms from the

3.3.3 Bimodal stimulus

In the last considered condition, both hearing and visual cues
are combined to generate the bimodal stimuli, which involve
both vision and hearing modalities. While audio sources
and visual targets are spatially incongruent, since they are
generated outside and inside the user FoV, respectively, it
is important to keep temporal consistency according to the
temporal profile displayed in Fig.2c. As can be noticed, the
target appears after the audio source starts to sound and then
disappears while the auditory cue keeps being played. The
position of the auditory and visual stimuli as well as the shape
of the visual target is randomized, while each auditory source
is balanced across trials. For more information we refer the
reader to the procedure of study 1 and study 2.

4 Study 1: volume and frequency

The goal of study 1 was to test how sound intensity could
affect the ASE as well as to observe participants’ behav-
ior during the virtual experience. Therefore, this study 1 was
aimed at fixing sound variables and checking the correct oper-
ation toward study 2. In this first experiment, participants
were told to explore the virtual room while trying to detect
the stimuli generated throughout the experience. Once any
kind of stimuli was detected, the participants had to notify
the experimenter what was perceived: a visual shape (visual
stimuli), any kind of sound (auditory stimuli), or both at once
(bimodal stimuli).

(b) Spatial Scheme

24ms
Q o tme
I ms |
Shape : :
Outside field of view | |
400ms
Ej»») [ .
time
Sound
(c) Temporal Profile

user and the side sounds displaced 50° from the central one. A bimodal
condition example is represented with the right target and the central
audio location. ¢ Temporal setup followed in bimodal condition. After
being the hearing cue played for 100 ms, the visual target spawns and
disappears after 24 ms. When the auditory source has been playing for
400 ms, it stops thus ending the bimodal stimuli. b and ¢ adapted from
Malpica et al. [34]

4.1 Participants

Study 1 was performed by a total of 20 participants (ages
21-26, eight defined as women and none as non-binary). All
of the participants had normal or corrected to normal vision.
On the other hand, none of them reported having any hear-
ing problems. Nineteen participants reported having heard
of VR before, while 15 participants reported having used
VR in the past. All participants were naive to the purpose of
the experiment. The study procedure was approved by the
corresponding ethics committee.

4.2 Procedure

The experiment consisted of 45 different trials, 15 trials per
stimuli condition (visual-only, auditory-only, and bimodal).
The participants were told to explore the area behind the
couch by walking within the available region and looking
around. The order of the trials was randomized to account for
order effects. Whenever the participants perceived any stim-
uli, they pressed the trigger button on the controller to pause
the experiment and then notify the experimenter about what
was perceived. Afterward, the next trial was generated after
some random time to avoid learning and prediction effects.
The experiment ended when all trials were presented to the
user.

Two factors were tested in study 1: volume (or sound
intensity) and frequency (or sound type). Two different vol-
ume values were used in hearing cues to explore how sound
intensity could influence the ASE. The auditory cues (pure
frequency tones and pink noise) and the background sound
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Table 1 Frequency test results obtained in the pilot experiment

D Lower limit (F1) Upper limit (F2)
01 200 13,500
02 200 13,300
03 150 11,800
04 120 12,650
05 150 13,200
06 100 15,500
07 200 14,600
08 200 10,200
09 200 13,000
10 100 15,700
11 200 13,000
12 200 14,200
13 300 14,800
14 200 12,000
15 200 15,000
16 200 14,300
17 300 13,000
18 200 12,700
19 200 8,300
20 200 11,000

Both the lower and upper bounds of the hearing range per participant
can be found. All values are measured in Hertz (Hz)

had different volumes: tested volumes for the auditory stim-
uli were 55 dB (V 1, lower) and 75 dB (V2, higher), while the
background noise (radio podcast and the birdsong) intensity
was set to 40—45 dB on average. Regarding frequency, since
our goal is to test frequency values at the limits of the hearing
range such that the ASE remains minimally invasive, we use
two frequencies that account for the lower (1) and upper
limits (F2) of the hearing range for each participant. Results
obtained for the frequency test aiming to obtain F'1 and F2
are shown in Table 1.

Pink noise results at both volumes (V1 and V2) are com-
bined and used for comparison with previous work. This
means study 1 had 5 different auditory stimuli and each
one appeared once in each location thus making up for 15
bimodal trials. The auditory-only and visual-only conditions
also have 15 trials each: the auditory-only condition has the
same balanced 15 sounds as the auditory part of the bimodal
conditions, while the variables of the visual-only condition
are randomized.

4.3 Results
Data collected throughout the study 1 provide information

regarding performance in detecting and recognizing visual
targets presented to the user, which could be accompanied or
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Pilot experiment performance plot
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Fig.3 Study 1 results. Detection (red) and recognition (yellow) ratios
for the bimodal condition (separated by sound source types) and visual-
only condition (horizontal lines). Error bars on top stand for standard
error of the mean (SEM) in all figures unless otherwise specified

not by auditory information. The results of the study 1 for the
visual-only and bimodal stimuli are shown in Fig. 3. We can
see that there is a decrease in visual performance when sound
is present, following the trend observed by Malpica et al. The
performance values achieved when no sound was included
(visual-only condition) had a detection ratio of 0.852 =+
0.0233 (standard error of the mean) and a recognition ratio of
0.476 £ 0.0274. Meanwhile, bimodal condition had a mean
detection ratio of 0.5241 4 0.0304 and a recognition ratio of
0.3279 £ 0.0201. Details of detection and recognition ratios
of bimodal conditions sorted by sound type can be found in
Fig.3. Considering the bimodal condition with different vol-
umes and frequencies, slightly higher differences are found
to be associated with the lower volume (V'1), suggesting the
effect has more influence with lower-intensity sounds.

Results for study 1, related to sound intensity values, sug-
gested that the setup in which the suppression effect was
slightly more pronounced happened when using the lower
intensity value V1 (55 dB). We hypothesize that loud enough
sounds can act as a warning signal so the participant’s aware-
ness can be increased for this alarmed state. Following this
hypothesis, the results of the study 1 and in order to keep the
size of study 2 tractable, we decide to only use V1 for our
stimuli.

The ASE still appeared indeed but the magnitude of the
suppression effect was not as big as expected (considering
the work of Malpica et al. as a baseline) when comparing
visual and bimodal conditions. One reason for this difference
could be related to how participants were instructed to behave
during the experiment: they reported being more focused on
finding stimuli than on exploring the scene. To alleviate this
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behavior, we decided to include another task in study 2 in
order to increase the cognitive load and to encourage a proper
exploration of the virtual environment (see the procedure of
study 2 for additional details).

5 Study 2: exploring hearing range
frequency limits

Once the most promising sound intensity value is set accord-
ing to study 1 results, we further explore frequency limits in
study 2 explained in this section.

5.1 Participants

Another group of 20 people carried out study 2 (ages 21-28,
nine defined as women and none as non-binary). Also, all
reported to have normal or corrected to normal vision and
not having any hearing condition. All of them reported hav-
ing heard of VR before while 18 participants reported having
used VR in the past. More information about the surveys
and questionnaires, both questions and results, presented to
the participants can be found in the supplementary material
(section S.2). The study procedure was approved by the cor-
responding ethics committee.

5.2 Procedure

Study 2 consisted of a total of 42 trials evenly distributed
through the three tested conditions: 14 visual-only, 14
auditory-only and 14 bimodal. As in study 1, participants
are instructed to explore the area behind the couch as much
as possible by walking and looking around, while training tri-
als are also presented to the participants so they can get used
to the virtual environment and the stimuli before starting.
During some free time, they were able to perceive different
visual target shapes as well as hearing cues, while explor-
ing the virtual environment. Generally, participants decided
to start the experiment before the tenth training mock case.
Once the real experiment phase starts, the trials are presented
in random order and the procedure is the same as the previous
user study: participants have to detect, and recognize when
appropriate, the perceived stimuli.

In this experiment, volume is fixed according to study 1
results which is 55 dB (V1) for all cases, while the influence
of sound frequency on the ASE is further studied. Conse-
quently, more frequency values associated with each hearing
limit are tested. For each frequency limit, lower bound (F'1)
and higher bound (F2), new values are considered located
inside and outside the hearing range aiming to observe the
ASE behavior regarding these extreme regions for users’
hearing perception. Regarding the lower bound, these in- and
out-range values are F1U and F1D, respectively, being the

Table 2 Frequency test results obtained in study 2

ID F1 F1D F1U F2 F2D F2U

21 40 20 80 13,900 13,700 14,100
22 60 20 100 15,300 15,100 15,500
23 60 20 100 17,900 17,700 18,100
24 60 20 100 14,000 13,800 14,200
25 100 60 120 14,800 14,600 15,000
26 80 40 100 12,800 12,600 13,000
27 60 20 100 15,700 15,500 15,900
28 60 20 100 17,200 17,000 17,400
29 60 20 100 15,200 15,000 15,400
30 100 60 140 16,600 16,400 16,800
31 60 20 100 13,000 12,800 13,200
32 60 20 100 15,400 15,200 15,600
33 60 20 100 15,000 14,800 15,200
34 60 20 100 15,900 15,700 16,100
35 160 120 200 15,400 15,200 15,600
36 80 40 120 12,900 12,700 13,100
37 60 20 100 17,600 17,400 17,800
38 40 20 80 16,500 16,300 16,700
39 40 20 80 15,500 15,300 15,700
40 60 20 100 15,300 15,100 15,500

Both the lower and upper bounds of the hearing range per participant
can be found, as well as the respective close values inside and outside
the hearing range. All values are measured in Hertz (Hz)

F1D smaller and F1U higher the F'1 lower limit, both reduced
and increased, respectively, by 40 Hz. On the other hand, the
same procedure is done regarding the higher bound F2. In
this case, the in- and out-range values are F2D and F2U,
respectively, being the F2D smaller and F2U higher the F2
upper limit, both reduced and increased, respectively, by 200
Hz. The difference in these intervals is considering human
hearing sensitivity [36]. Results for the frequency tests per-
formed to obtain these frequency limit values are shown
in Table 2. More details about these new values associated
to each frequency limit can be found in the supplementary
material (section S.1). Therefore, there is a total of 7 audio
sources available, 6 related to the frequency limits, which are
obtained for each participant using the frequency test, and
the pink noise for comparison reasons. Each audio source
appeared twice while randomizing the location of the audio-
visual cues and also the type of the visual target. This makes
a total of 14 bimodal trials, while auditory-only and visual-
only conditions also have 14 trials each. The auditory-only
condition has the same balanced 14 sounds as the auditory
part of the bimodal conditions, while the visual-only location
and type variables are fully randomized.

@ Springer



D. Jiménez-Navarro et al.

Regarding the higher-cognitive-load task included, par-
ticipants are told to mainly look for scene changes while
detecting spawning stimuli.

These changes are attached to some scene objects that
keep disappearing and appearing again every 30s. The scene
objects selected to disappear are a couple of drawings, two
chairs, a small lamp, a flowerpot and a bigger lamp that can be
seen in Fig. 1. These objects were selected to be easy enough
to find when disappearing without being extremely obvious,
as it would have been if using bigger objects like the TV or
the couch. When noticing a change in the scene, participants
verbally reported so to the experimenter. We do not report
any performance metric associated with this task since it was
intended to ensure scene exploration only.

6 Results and analysis

In this section, we present and analyze the results obtained in
study 2 (Sect. 5). For this purpose, we perform an aligned rank
transform [68] as a previous step before running an ANOVA
analysis between three modes: visual-only, bimodal with per-
ceived auditory part (bimodal listened), and bimodal where
the auditory part was not perceived (bimodal not listened).
This mode, the auditory source type (seven levels: Pink, F1D,
F1,F1U, F2D, F2 and F2U), auditory location (three levels;
left, center or right), visual location of the targets (three lev-
els: left, center or right), and visual shape (three levels: circle,
square or rhombus) were the fixed effects, while the user ID
was modeled as a random effect. Two analyses were carried
out: one with detection as the response variable and another
with one with recognition as the response variable.

First, we report the detection ratios of the auditory stim-
uli considering both bimodal and auditory-only conditions,
which are displayed in Fig. 4.

The mean perception rate observed for all audio sources
used is 0.3678 % 0.0229, meaning that the auditory stimuli
were not perceived in more than half of the trials, which
suggests that the auditory stimuli were difficult to perceive
as expected. Without taking pink noise into account, the other
audio sources are usually perceived in less than half of their
appearances, and the F1D audio source (below the lower
limit of hearing frequency) is practically inaudible. As can
also be expected, those values inside the hearing range (F1U
and F2D) have higher ratios than the limits themselves (F'1
and F2), which are also higher than the values outside the
hearing range (F1D and F2U).

Results associated with the detection task can be found in
Fig. 5. We differentiate between bimodal trials in two modes,
where the audio was listened and those where the audio was
not listened. These two bimodal modes are defined since
we aim to find differences between them, considering that
sometimes the barely audible audio sources are not listened
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Fig. 4 Audio sources perception plot. Horizontal axis: Each type of
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bimodal conditions
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turquoise) are differentiated. For comparison, the visual-only detection
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between both bimodal modes
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Table 3 Stimuli modes contrast
regarding detection task

(post-hoc analysis of the mode
factor for the aligned rank
transform ANOVA)

Modes contrast t ratio p value Sig.
Visual only—bimodal (listened) 7.277 < 0.0001 Hokskok
Visual only—bimodal (not listened) 3.386 < 0.001 wkE
Bimodal (listened—not listened) —7.781 < 0.0001 stk

We can see that the three levels are significantly different from each other. Significance levels are indicated
with stars following *** and **** for p < 0.001 and p < 0.0001 respectively

to. Additionally, even when these subtle auditory cues are
listened to, we want to observe if the visual performance
is still affected which may be the most promising scenario
by achieving visual suppression without being invasive. The
detection rate of the visual-only condition is 0.764, while the
mean of bimodal condition with listened sound is 0.2357 £
0.0311. The mean detection rate of bimodal condition when
the auditory information was not listened is 0.546 £ 0.0328.
We can see a significant effect of the MODE factor (F(2,266)
=12.2468, p < 0.0001) with significant differences between
all three levels (Table 3). The effect size, calculated as par-
tial eta squared (77?,), was 0.084 thus indicating a medium
effect. We can see a decrease in detection performance in
the presence of sound, which confirms the existence of the
ASE. Additionally, this difference on detection between the
visual-only and bimodal conditions is similar to the findings
reported by Malpica et al., which suggests that the inclusion
of the additional task worked as intended. The visual detec-
tion rate was higher in general for the bimodal condition when
the auditory part was not listened for all tested audio sources
except for pink noise. Regardless of if the auditory part of the
bimodal stimuli was listened or not, the ASE can still be trig-
gered, which suggests minimally disruptive sounds can be
used to alter visual perception in immersive environments.
We also find a significant interaction between MODE and
the auditory source (F(6,266) = 8.9685, p < 0.0001, nf, =
0.1682, large effect). Table 4 shows the results of the post-
hoc analysis for each auditory source.

We note that all limit frequency audio sources (F'1, F1U,
F1D, F2, F2U, and F2D) have lower detection ratios than
the visual-only condition when auditory cues are listened.
This indicates these sounds when attended to, distract from
or impair visual detection tasks, showing the appearance of
the ASE. Also, for sounds not listened to ("Not Listened"
mode), Pink and F2 show a significantly lower detection rate
than the visual-only condition, suggesting that even without
direct attention, these sounds can still impact visual detection
negatively.

Moving into the visual recognition task, recognition ratios
obtained in study 2 can be found in Fig. 6. Recognition trials
are calculated over detected stimuli such that a recognition
rate of 1 means that every detected trial was also recognized.
In this case, the recognition rate of the visual-only condition
is 0.514. We see a decrease in performance for the bimodal

(listened) condition to 0.1556, while the mean recognition
rate when the auditory information was not listened is 0.306.
Details for each type of audio source can be seen in Fig. 6. As
happened with the detection task, we report how visual recog-
nition performance is decreased for the bimodal condition,
where auditory information was listened, with respect to the
visual-only condition. These results are in line with previous
works, suggesting the appearance of the suppression effect
also in recognition tasks. We do not find a significant effect
of the MODE factor (F(2,266) = 1.3718, p = 0.2554, nf, =
0.0102, small effect), but we do find a significant interaction
effect between MODE and the auditory source (F(6,266) =
4.8937, p <0.0001, nf, =0.0994, medium effect). Results for
the ANOVA analysis between modes using the aligned rank

Table 4 Post-hoc analysis of the interaction between the mode factor
and the sound source for the detection task

Sound Modes t p value Sig.
Listened—visual 3.1847 0.1053
Pink Not listened—visual 4.7148 0.0003 wAE
Listened—not listened 1.5300 1
Listened—visual —6.2189 < 0.0001 wokEE
F1 Not listened—visual —2.4456 0.7855
Listened—not listened —3.7732 0.1529
Listened—visual —6.5084 < 0.0001 o
F1U Not listened—visual —2.4715 0.7461
Listened—not listened —4.0368 0.0056 wk
Listened—visual —8.0643 < 0.0001 wEE
F1D Not listened—visual —0.2024 1
Listened—not listened —7.8619 < 0.0001 oAk
Listened—visual —4.688 0.0004 Hokok
F2 Not listened—visual —3.923 0.0086 ok
Listened—not listened —0.7650 1
Listened—visual —5.7434 < 0.0001 kK
F2U Not listened—visual —3.1847 0.1053
Listened—not listened —2.5586 0.6305
Listened—visual —6.746 < 0.0001 HokkK
F2D Not listened—visual —2.2079 1
Listened—not listened —4.5382 0.0007 Hokk

Holm-Bonferroni correction method was used, while significance levels
are indicated with stars following **, *#% *¥*¥* for p < 0.01, p <
0.001, and p < 0.0001, respectively
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Fig. 6 Recognition performance plot. Horizontal axis: Auditory
sources sorting the bimodal stimuli generated in the experiment and
the mean of all of them (Bimodal). The bimodal conditions where the
auditory stimuli were listened (light blue) or not (deep blue) are differ-
entiated, while the visual information was always recognized. Vertical
axis: Visual information recognition ratios for bimodal and visual-only
conditions by participant. The yellow horizontal line accounts for the
recognition rate of the visual-only condition. Yellow stars mark signifi-
cant differences between each bimodal mode (listened and not listened)
and the visual-only mode, while black stars mark significant differences
between both bimodal modes

transform are shown in Table 5, while results of the post-hoc
analyses for each auditory source can be found in Table 6.

The post-hoc results (Table 6) show that all limit fre-
quency audio sources (F'1, F1U, F1D, F2D, F2, and F2U)
have significantly lower recognition ratios compared to the
visual-only condition when they are listened to, as happened
with detection task. This indicates a notable distraction or
interference effect of these sounds on visual recognition tasks
when attention is given to them. Additionally, Pink, F1U,
F2, F2U, and F2D sounds also show significantly lower
recognition ratios compared to the visual-only condition even
when they are not listened to, suggesting that the presence of
these sounds, even without focused attention, can still impact
visual recognition negatively.

Results for the remaining factors obtained from this sta-
tistical analysis can be found in Table 7. As can be observed,

Table 6 Post-hoc analysis of the interaction between the mode factor
and the sound source for the recognition task

Sound Modes t p value Sig.

Listened—visual 4.7703 0.0003 wkE
Pink Not listened—visual 5.9528 < 0.0001 wkEE

Listened—not listened 1.1825 1

Listened—visual —6.3009 < 0.0001 wEE
F1 Not listened—visual —2.4051 1

Listened—not listened —3.8958 0.0114 *

Listened—visual —6.1627 < 0.0001 ok
F1U Not listened—visual —3.7975 0.0164 *

Listened—not listened —2.3651 1

Listened—visual —6.9971 < 0.0001 kK
F1D Not listened—visual —3.0298 0.2231

Listened—not listened —3.9673 0.0087 ok

Listened—visual —4.2123 0.0032 ok
F2 Not listened—visual —5.2566 < 0.0001 HokkK

Listened—not listened 1.0443 1

Listened—visual —5.6047 < 0.0001 HokAK
F2U Not listened—visual —4.5604 0.0007 Hokk

Listened—not listened —1.0443 1

Listened—visual —5.9528 < 0.0001 HoHAK
F2D Not listened—visual —4.4222 0.0013 HE

Listened—not listened —1.5306 1

Holm-Bonferroni correction method was used while significance levels
are indicated with stars following *, **, *%% **¥* for p < 0.05, p <
0.01, p < 0.001 and p < 0.0001 respectively

there is no significant influence between different sound types
toward the effect on detection or recognition tasks in the
bimodal condition, which suggests the tested locations and
sources are a valid set where the ASE works. There is a signif-
icant effect of shape in the recognition task for the visual-only
condition, which is in line with the work of Malpica et al. We
can also see how the location and type of the visual targets do
not influence the effect either, which is also in line with the
results reported by Malpica et al. Similarly, auditory loca-
tion has been observed not to influence the ASE in any case.
Finally, we find a significant effect of the auditory source in
the auditory-only condition, which suggests that some sounds
are easier to perceive than others in the absence of a visual
target.

Table 5 Stimuli modes contrast
regarding recognition task

(post-hoc analysis of the mode
factor for the aligned rank
transform ANOVA)

Modes contrast t ratio p value Sig.
Visual only—bimodal (listened) 7.337 < 0.0001 seofesok
Visual only—bimodal (not listened) 5.397 < 0.0001 Hokeokk
Bimodal (listened—not listened) —3.880 < 0.001 wkk

Similarly to the detection task, the three levels are significantly different from each other. Significance levels
are indicated with stars following *** and **** for p < 0.001 and p < 0.0001 respectively
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Table 7 Statistical analysis for

the visual location, visual shape, Condition Visual task Fixed effect F p value
auditory location and auditory Bimodal Detect Vis. location 1.2925 0.2773
source factors for the bimodal,
visual-only and auditory-only Vis. shape 2.1880 0.1154
conditions Aud. location 0.4765 0.6218
Aud. source 0.3951 0.8813
Recognize Vis. location 0.3483 0.7063
Vis. shape 0.3086 0.7348
Aud. location 0.1291 0.8789
Aud. source 0.1645 0.9857
Visual Detect Vis. location 0.3875 0.6791
Vis. shape 0.4932 0.6112
Recognize Vis. location 0.4053 0.6671
Vis. shape** 6.5059 0.0017
Auditory - Aud. location 0.0636 0.9383
Aud. source**** 12.2752 < 0.0001

Significance levels are indicated with stars following **, **** for p < 0.01 and p < 0.0001, respectively

7 Discussion

In previous sections, we have affirmed how the ASE can still
take place when subtle sounds are used, even when those
sounds are not consciously listened by the participants. As
we can see in Figs. 5 and 6, including subtle auditory cues that
follow a specific spatiotemporal setup (Fig.2b, c) degrades
visual performance in both detection and recognition tasks.
These results follow the same trends and meet the conclusions
reported by Malpica et al. [34].

To compare our results with the ones reported in Malpica
et al. [34], we need to refer to the Pink sound only for a
fair analogy. Firstly, regarding detection task, Malpica et al.
reported 82.07% =+ (4.81%) in the visual-only condition and
20.02% =+ (4.86%) for bimodal condition using pink noise.
We report a detection rate of 76.4% in the visual-only condi-
tion and 39.05% for the bimodal condition with pink noise.
Detection rates for visual-only stimuli are similar enough to
claim that participants were able to detect visual information
when presented standalone, replicating in this sense previous
work conditions. We believe that the difference in pink noise
bimodal trials could be due to differences in our setup (such
as the volume) and random effects such as the participants’
familiarity with VR and videogames.

Moving into visual recognition tasks rates, Malpica et al.
reported a 59.93% =+ (6.76%) in the visual-only condition
and a 7.93% =+ (4.12%) for the bimodal condition, again
using pink noise. In our experiment, we report a recognition
rate of 53.3% in the visual-only condition and 23.08% for the
bimodal condition with pink noise. Consequently, the same
trends are found in both conditions, although we observe a
smaller effect which could be caused by differences in audio,
participants, etc.

Addressing the barely audible audio sources related to
the hearing limits frequencies in the bimodal condition, the
ratio for bimodal (listened mode) in the detection task is
23.5% while a 15.5% is achieved regarding the recognition
task. These results support that the ASE can still be triggered
by subtle sounds, in particular with pure frequencies close
to the hearing limits of each participant. But there is still
more: the ASE is triggered even when the participants do not
listen to the auditory cue. This means that we could trigger
the suppression effect without the users’ awareness. This is
a more subtle and versatile effect that can be used in the
majority of scenarios in real VR applications. This aspect
could potentially allow us to perform slight scene changes
while the user has no hints of it. Figure4 also supports this
idea, showing the lower detection rates for these frequency-
related audio sources.

As a consequence of previous results, we can allege that
the ASE is robust enough to happen in both visual detec-
tion and recognition tasks, even with barely audible auditory
cues. In our study, participants performed a high-demanding
cognitive task, like looking for scene changes, thus bringing
the suppression effect closer to a possible real application
in a more complex scenario, such as training sessions or
other demanding tasks. According to the additional statis-
tical analysis carried out, we found that the ASE has no
relation with the tested visual target types or spatial loca-
tions, either the spatial location of auditory sources. Previous
works on spatial location suggest that there is a crossmodal
dependence in exogenous orienting where audition positively
influences vision, but not vice versa [55]. Following Spence
et al.’s discussion about seemingly incongruent effects with
previous research, our suppression effect could be related
to the response-priming paradigm [31], where an inconsis-
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tent prime can elicit the wrong response, particularly at long
stimulus onset asynchronies (SOAs) of up to 100ms, which
is consistent with our temporal setup. (All auditory sources
appear 100ms before the visual target onset.) These effects
are independent of visual awareness of the prime [52] and,
in our case, we would have an auditory prime which triggers
a decrease in visual performance, whether the auditory cue
is perceived or not. Regarding the location of the visual and
auditory parts of the bimodal stimuli, previous works have
shown a bias toward the center when localizing visual stim-
uli, while auditory localization is biased toward the periphery
[40]. In their work, Odegaard et al. proposed that the bias in
one modality dominated the other with the visual modality
being stronger for audiovisual events in a location task. How-
ever, even when all our visual targets are located toward the
center of the field of view, participants fail to correctly detect
them in the presence of sound. Different cognitive tasks (we
do ask participants to detect or recognize stimuli, not to locate
them) may modulate this modal dominance. Audiovisual
effects are indeed complex and depend on users perceiving
two different auditory and visual events as a single audiovi-
sual event due to their temporal co-occurrence. If participants
are perceiving a single audiovisual object their attention can
be spread between the auditory and visual modalities, poten-
tially hindering performance in any of them. Busse et al.
show that visual attention can modulate the processing of
irrelevant, spatially discrepant auditory stimuli, enhancing
auditory processing [9]. This diversion of resources may in
turn decrease visual performance. Additionally, Chiou et al.
report that high and low tones may induce attention shifts
to upper or lower locations depending on the pitch, which
would deviate attention from the central plane where the
visual targets appear [13]. In our case, we are using both
higher and lower pitches, which may influence the areas of
the environment that participants focus on during our stud-
ies. In summary, a co-occurrent auditory event with a SOA of
100ms, spatial incongruency and irrelevant pitch may deviate
visual attention from the center of the field of view, causing
a significant decrease on visual performance. These cross-
modal spatial attention links were also observed by Driver
et al. [17], reporting how spatially attending at one modality
induces attention shifts in other modalities.

From the statistical analyses performed, visual location
has been found to not affect the ASE, in line with previous
results. Research has been done on how visual acuity [7],
orientation [65], attention [61], and perception [26] relate to
visual eccentricity. Visual capabilities tend to degrade toward
the periphery, thus originating rapid ballistic eye movements
known as visual saccades as aresult. All our visual targets are
presented in the central plane, aligned with the direction of
the participant in the virtual environment or at 4°eccentricity.
We believe we follow a conservative approach since visual
targets should be more difficult to detect in the peripheral
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region. No differences have been found between the three dif-
ferent simple shapes employed, as also reported by Malpica
et al. In this sense, visual saliency and acuity are affected by
visual contrast, luminance, target size and color [19, 28, 46,
54]. Our visual targets have a distinct appearance from the
overall virtual environment so that they are easier to perceive,
and the relative size is similar regardless of the particular
shape of the visual target. However, it is important to note
that we have only studied a subset of the possible locations
and shapes for the visual target and that any possible extrap-
olation should be validated. Moving into auditory cues, no
differences have been found in sound locations, similar to
Malpica et al. The reason behind this may lie in the fact that
incongruent sounds tend to be ignored in visually driven tasks
if they are perceived as distractors or irrelevant to the task
[58]. Spatial incongruency between audiovisual cues favors
selective attention toward visual cues instead [59], similar to
the cocktail party effect [4]. It is certainly difficult to assess
whether the auditory part of the bimodal stimulus is deviating
visual attention, if perceiving an audiovisual event is modu-
lating auditory processing or if something entirely different
is responsible for the ASE effect. In any case, it is clear that
the audiovisual stimuli that we present in our experiments
cause a crossmodal effect that results in the degradation of
visual performance.

8 Limitations and future work

As in any VR study, the hardware used can somewhat influ-
ence results. For example, the resolution of a display and the
field of view that a headset covers varies between models.
Additionally, some visual artifacts are also present like lens-
induced distortions or the screen-door effect [2]. While newer
headsets may further minimize such artifacts, the size of
visual targets is large enough to be clearly visible in the exper-
iment procedure while the use of the same headset across all
conditions ensures consistency. Therefore, we do not expect
these factors to compromise the robustness of our findings.
Regarding audiovisual stimuli used in our studies, visual
targets are limited to simple shapes while hearing cues are
pure frequencies or noise. None of them present any semantic
information related to the scene. In this direction, new tar-
gets such as more complex shapes, dynamic objects, or even
videos could be used to analyze the ASE. Using scene objects
as visual targets could be an option as suggested by some par-
ticipants but those cases would be even harder to perceive.
Adding color could introduce a new variable to consider,
since higher contrast colors may be more difficult to miss
thus reducing the ASE effect. Moving objects or temporal-
changing images could be used to extend the problem to 360°
panoramas that could be affected differently. Regarding the
auditory aspect, further sound types could be added to the
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experiment as auditory sources. Hearing cues related to the
scene could be used to trigger the ASE, taking advantage of
more meaningful sounds that were heard but unnoticed by
the participants. Ideally, the ASE could also take place with
specific sounds of the scene such as the doorbell. There-
fore, the most straightforward direction would be exploring
if more complex or dynamic scenes could be employed to
perform the experiment. Having not only the radio podcast
but with some audiovisual events taking place in the scene
that may attract participants’ attention could even improve
the potential of the ASE.

Next steps could also consider participants’ moods or pho-
bias to create a more personalized and engaging experience,
aiming to find out its influence on the suppression effect if
any. Following this idea, since the ASE does not seem to have
oculomotor causes (see the work of Malpica et al.), brain sig-
nals could be studied more properly with adequate hardware.
New senses could also be included to look at higher-sensory-
level suppression effects. It would also be a good practice to
test the ASE in a final VR application, like for example fus-
ing the suppression effect with an existing redirected walking
technique.

Lastly, a more diverse and bigger sample of participants
could be tested to see how the ASE is affected by differ-
ent demographics, including age and familiarity with VR. In
this sense, the G¥*power tool has been used to calculate the
required sample size for our experiment. Depending on the
effect size f, 7 participants (f = 0.14, big effect) to 18 par-
ticipants (f = 0.06, mid-sized effect) would be needed to see
significant differences. Therefore, small effects that could be
only seen with a larger pool of participants or with more trials
per participant may be missing.

9 Conclusion

Throughout this work, we research on the scope of the audio-
visual suppression effect (ASE) reported and further studied
in VR by previous works, exploring in our case if subtle
sounds can trigger the inhibitory effect. By carrying out a
frequency test, the frequency values associated with the lim-
its of the hearing range for each participant were obtained.
Using proper intervals such that auditory sources are located
near the frequency hearing limits of each participant, we
observe how the ASE can still degrade visual perception
under such circumstances. Compared to visual-only con-
dition, visual target detection and recognition in bimodal
condition where the hearing source is almost imperceptible
are found to be significantly decreased. Consequently, the
potential of this audiovisual suppression effect is shown to
be useful in realistic VR scenarios. In such environments,
unperceivable sounds would impact visual perception with-
out user awareness, thus potentially improving a wide range

of applications and techniques. For example, foveated render-
ing and redirected walking methods applied to 3D scenarios
could benefit from our findings. In such cases, visual input
would be modified as desired by taking advantage of this ASE
without interfering with the experience and the side effects
produced by that intrusion, affecting immersion and realism.
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